A regression-based method to identify differentially expressed genes in microarray time course studies and its application in an inducible Huntington’s disease transgenic model
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Time-course studies with microarray technologies provide enormous potential for exploring underlying mechanisms of biological phenomena in many areas of biomedical research, but the large amount of gene expression data generated by such studies also presents great challenges to data analysis. Here we introduce a regression-based statistical modeling approach that identifies differentially expressed genes in microarray time-course studies. To illustrate this method, we applied it to data generated from an inducible Huntington’s disease transgenic model. The regression method accounts for the induction process, incorporates relevant experimental information, and includes parameters that specifically address the research interest: the temporal differences in gene expression profiles between the mutant and control mice over the time course, in addition to heterogeneities that commonly exist in microarray data. Least-squares and estimating equation techniques were used to estimate parameters and variances, and inferences were made based on efficient and robust Z-statistics under a set of well-defined assumptions. A permutation test was also used to estimate the number of false-positives, providing an alternative measurement of statistical significance useful for investigators to make decisions on follow-up studies.

INTRODUCTION

It is a common practice in biomedical research to observe a biological phenomenon and to measure one or more responses over a period of time. Such time-course studies are essential in biomedical research to understand biological phenomena that evolve in a temporal fashion. The recent advance in microarray technologies allows researchers to simultaneously measure the expression levels of thousands of transcripts over time, and promises to be a powerful tool for studying the underlying mechanisms of biological processes.

Microarray time course (MTC) studies can be largely categorized into four common types: single-series and multiple-series, each with and without time-varying cofactors. A typical single-series MTC study uses one microarray slide (and its replicates) to measure expression profiles at each time point. The primary objective in these single-series MTC studies is to characterize the temporal patterns of gene expression (changes). Examples of such a single-series MTC experiment include the yeast cell cycle study by Cho et al. (1), which measured the expression profiles of one sample (the synchronous yeast cultures) over time on high-density oligonucleotide arrays, and the fibroblast serum stimulation response study by Iyer et al. (2), which monitored the changes in expression profiles of one pair of samples—the serum-stimulated fibroblasts (treatment group) and the quiescent fibroblasts (control group) that were competitively hybridized onto the same cDNA array—and measured the ratios of their fluorescence intensities over time.

In contrast, a typical multiple-series MTC study utilizes multiple microarray slides at each time point, hybridized with different samples—for example, one or more mutants versus a wild-type control, or different drug treatment groups versus a placebo- or mock-treated control. Replicates may also be included at each time point. The primary interest in such multiple-series MTC studies is to discover temporal differences in gene expression profiles among groups. In either single-series or multiple-series studies, researchers may be also interested in the relationships of gene expression with other time-varying cofactors, such as drug concentrations, phenotype
progression or cellular functions. The primary objective of such studies is to correlate time-varying cofactors with gene expression over time. While these MTC studies are clearly very powerful in many areas of biomedical research, they also generate vast amounts of data with substantial variations. How to extract relevant information presents an immense challenge to data analysis.

Currently, cluster analysis, which is commonly used to analyze data from various studies using microarray technologies (3–7), is also most frequently used to analyze MTC data (1,2,8–11). In MTC studies, a typical cluster analysis computes pairwise correlations (or any other distance measures) among genes, then groups genes into clusters (12,13) or hierarchical trees (14) without utilizing timing information. Once the clusters are formed, the average of the expression values of the genes within the cluster is computed and visually displayed to assess patterns associated with timing. The key strength of cluster analysis is to group genes so that one can visualize meaningful patterns. However, cluster analysis has some weaknesses worth noting. First, the timing information or any time-varying cofactors are not incorporated in the analysis. Second, a typical cluster analysis does not measure statistical significance, in that it will always find clusters regardless of whether or not meaningful clusters exist. Third, cluster memberships are easily influenced by choice of scales, transformations or filtering processes.

To overcome these challenges with cluster analysis, we propose a regression-based statistical modeling approach to analyze MTC data. The general framework of this approach has been described and applied to identify cell cycle–dependent genes in budding yeast (15) and in a two-group comparison study to identify genes differentially expressed between acute lymphoblastic leukemia and acute myeloid leukemia samples (16). The principle of this approach is to treat all gene expression values as multiple responses and regress them on specific experimental variables, such as time, cell or tissue type, drug dose, etc. The regression model is indexed with biologically meaningful gene–specific parameters. Furthermore, it also includes normalization factors that adjust for heterogeneity among arrays. Applying both least-squares and estimating-equation techniques, the model yields estimates of all relevant gene–specific parameters and their statistical significance. In this paper, we describe an application of this regression-based modeling approach to a multiple-series MTC study, using data generated from an inducible Huntington’s disease animal model. Similar analytic strategies can also be applied to the three other types of MTC studies.

Huntington’s disease (HD) is caused by an expansion of CAG repeats at the 5′ end of the IT15 gene (17). The CAG repeats are translated into a polyglutamine [poly(Q)] sequence in the N-terminal portion of huntingtin (htt), the protein products of the IT15 gene. While normal individuals have a poly(Q) length of 6–34 repeats, individuals with more than 40 repeats develop HD with virtually 100% penetrance. Several transgenic mouse models have been generated to gain insights into the pathogenesis mechanisms of poly(Q) expansion in huntingtin. RNA were prepared from the striata of HD94 mice (24) or the single transgenic control mice carrying the tTA molecule (tTA control) at the following weeks: −2, −1.5, −1, 0, 2, 4, 6 and 8, with week 0 at the time of induction (Table 1). These were hybridized to Affymetrix Mu11K Sub B oligonucleotide arrays (details are described in Materials and Methods). The primary goal of this study is to identify genes that are expressed differentially between the control and the mutant mice over time after the induction of mutant htt. To achieve this goal, the regression model should incorporate parameters that specifically address the research interest, while at the same time utilizing all available relevant information. The expression profile generated from each hybridization can be conceptualized as a vector of J responses. Let \( Y_j = (Y_{j1}, Y_{j2}, \ldots, Y_{jk})^T \) denote the expression profile generated from the \( k \)th hybridization, where \( Y_{jk} \) denotes the expression of the \( j \)th gene in the \( k \)th profile (\( j = 1, 2, \ldots, J; \ k = 1, 2, \ldots, K \)). Two pieces of information regarding the sample used in the \( k \)th hybridization are relevant to the research goal: the genotype of the mouse from which the sample was taken, and the timepoint during the course of induction when the sample was collected (listed in Table 1). The genotype was incorporated using the covariate \( X_k \): \( X_k = 1 \) for HD94 mice, and \( X_k = 0 \) for the tTA controls. To incorporate the induction process into the model, the timepoints were coded into three variables: \( t_{5k}, t_{ak} \) and \( I_k \). Their values corresponding to the

<table>
<thead>
<tr>
<th>Time (weeks)</th>
<th>−2</th>
<th>−1.5</th>
<th>−1</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{5k} )</td>
<td>−2</td>
<td>−1.5</td>
<td>−1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( I_k )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( t_{ak} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

RESULTS

Modeling

In order to gain insights into the pathogenesis mechanisms of poly(Q) extension in huntingtin, RNA were prepared from the striata of HD94 mice (24) or the single transgenic control mice carrying the tTA molecule (tTA control) at the following weeks: −2, −1.5, −1, 0, 2, 4, 6 and 8, with week 0 as the time of induction (Table 1). These were hybridized to Affymetrix Mu11K Sub B oligonucleotide arrays (details are described in Materials and Methods). The primary goal of this study is to identify genes that are expressed differentially between the control and the mutant mice over time after the induction of mutant htt. To achieve this goal, the regression model should incorporate parameters that specifically address the research interest, while at the same time utilizing all available relevant information. The expression profile generated from each hybridization can be conceptualized as a vector of J responses. Let \( Y_j = (Y_{j1}, Y_{j2}, \ldots, Y_{jk})^T \) denote the expression profile generated from the \( k \)th hybridization, where \( Y_{jk} \) denotes the expression of the \( j \)th gene in the \( k \)th profile (\( j = 1, 2, \ldots, J; \ k = 1, 2, \ldots, K \)). Two pieces of information regarding the sample used in the \( k \)th hybridization are relevant to the research goal: the genotype of the mouse from which the sample was taken, and the timepoint during the course of induction when the sample was collected (listed in Table 1). The genotype was incorporated using the covariate \( X_k \): \( X_k = 1 \) for HD94 mice, and \( X_k = 0 \) for the tTA controls. To incorporate the induction process into the model, the timepoints were coded into three variables: \( t_{5k}, t_{ak} \) and \( I_k \). Their values corresponding to the
timepoints in the induction course are as described in Table 1. Specifically, the binary variable $I_k$ indicates the time of induction of the mutant htt transgene: before induction, $I_k = 0$; after induction, $I_k = 1$. $t_{bk}$ and $r_{ak}$ correspond to the timepoints before ($t_{bk}$) and after ($r_{ak}$) induction. Statistically, to capture the essence of temporal trends and their differences between the mutant and control mice, we propose the following regression model:

$$Y_{jk} = \delta_k + \lambda_k(z_j + \beta_jt_{bk} + \gamma_jr_{ak} + \theta_jr_{ak}^2 + \chi_jr_{ak}X_k + \kappa_jr_{ak}X_k + \eta_jr_{ak}^2X_k) + \epsilon_{jk},$$

in which ($\delta_k$, $\lambda_k$) are profile-specific additive and multiplicative heterogeneity factors. These are used to adjust systematic errors associated with each hybridization that are identical for all genes in the same profile, but vary from profile to profile (16). $\epsilon_{jk}$ is the random variation associated with each gene in each hybridization due to all sources other than those that have already been incorporated into the model. The parameters ($\delta_j$, $\beta_j$, $\gamma_j$, $\theta_j$, $\kappa_j$, $\eta_j$) are gene-specific regression coefficients, and their biological interpretations are summarized in Table 2.

Figure 1 illustrates the possible patterns following the regression. The model conceptualizes the relationship between the expression level of a gene and the time variable before induction as a linear function regardless of the genotype of the mice, since before induction of the mutant htt transgene (weeks $-2$, $-1.5$, $-1$ and $0$), the HD94 mice should not differ from the tTA controls. ($\delta_j$, $\beta_j$) measure the basal expression level (intercept) in both HD94 and tTA mice at week 0 and the slope of the linear function before induction, respectively (Fig. 1 and Table 2). After induction, the model approximates the relationship between the expression level of a gene and the time variable as a quadratic curve (Fig. 1). $\gamma_j$ measures the shift in the basal expression level in the tTA control mice 2 weeks after induction and $\chi_j$ measures the difference at basal expression level between the HD94 and the tTA control mice at week 2 (referred to as intercept difference). After week 2, $\beta_j$ measures the slope in the tTA controls and $K_j$ measures the slope difference between the HD94 and the tTA control mice (referred to as slope difference). The quadratic coefficient $\theta_j$ indicates the curved trend of the expression level of a gene in the tTA controls after week 2 and the parameter $\eta_j$ measures the difference in the curved trend between the HD94 and the tTA control mice (referred to as quadratic coefficient difference).

The model is aimed at systematically identifying genes that follow a quadratic curve trend and show differences between the control and the mutant mice after induction of the transgene. Using a quadratic model, the direction of the temporal trend is not fixed, thus allowing detection of both consistent and temporary changes in gene expression profiles over the time course (Fig. 1).

### Table 2. The biological interpretations of the regression coefficients in the model

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Biological interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_j$</td>
<td>Basal expression level at week 0 in both HD94 and tTA control mice</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>Slope of changing expression levels prior to induction in both HD94 and tTA control mice</td>
</tr>
<tr>
<td>$\gamma_j$</td>
<td>Shift of basal expression level in the tTA control mice after induction</td>
</tr>
<tr>
<td>$\chi_j$</td>
<td>Difference at basal expression level between HD94 and tTA control mice at week 2</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>Slope of changing expression levels in the tTA control mice after week 2</td>
</tr>
<tr>
<td>$\kappa_j$</td>
<td>Slope difference between HD94 and tTA control mice after week 2</td>
</tr>
<tr>
<td>$\theta_j$</td>
<td>Curved trend of the expression level of a gene in the tTA control mice after week 2</td>
</tr>
<tr>
<td>$\eta_j$</td>
<td>Difference of the curved trend between HD94 and tTA control mice after week 2</td>
</tr>
</tbody>
</table>

**Figure 1.** Schematic representation of the model. The horizontal axis indicates the timepoints during the time course; the vertical axis indicates the predicted gene expression level $E(Y_{jk})$. $\beta_j$ (as indicated by a vertical dotted line) measures the intercept in both the HD94 and the tTA control mice at week 0 and $\beta_j$ indicates the slope of the function before induction. After induction, for the tTA control mice (solid line), the intercept at week 2 is $\beta_j + \gamma_j$; thus, $\gamma_j$ (as indicated by a solid upward-pointing arrow) measures the shift at the basal level in the tTA control mice after induction. ($\beta_j$, $\theta_j$) is the slope and quadratic coefficient for the tTA controls (solid line) after induction; both of them determine the curve of the function for the tTA controls. If the expression of the gene in HD94 mice only differs from that in the tTA controls by intercept (dotted line), its slope and quadratic coefficient remain ($\beta_j$, $\theta_j$), and the curve remains the same as for the tTA controls. For HD94 mice, the intercept at week 2 is $\beta_j + \gamma_j$; thus, $\gamma_j$ (as indicated by a dotted upward-pointing arrow) measures the intercept difference between HD94 and the tTA controls. If the expression of the gene in HD94 mice differs from that in the tTA controls only by the slope (dash-dotted line), it shares the same intercept as the tTA controls ($\beta_j$); however, its slope becomes $\beta_j + \kappa_j$, and the curve is determined by ($\beta_j + \kappa_j$, $\theta_j$). Thus, $\kappa_j$ measures the slope difference between HD94 mice and the tTA controls. If the expression of the gene in HD94 differs from that in the tTA controls only by slope and quadratic coefficient (dashed line), its intercept is same as that of the tTA controls ($\beta_j + \gamma_j$); however, its slope becomes $\beta_j + \kappa_j$, its quadratic coefficient becomes $\theta_j + \eta_j$, and the curve is determined by ($\beta_j + \kappa_j$, $\theta_j + \eta_j$); thus, $\eta_j$ measures the quadratic coefficient difference between the HD94 and the tTA control mice.

**Parameter estimation and inference**

We used the least-squares technique to estimate parameters and the estimating-equation technique to assess their corresponding standard errors as described in (15). When the sample size is large, estimates derived from estimating equations have an
asymptotic normal distribution, and therefore do not require any further distributional assumptions when making inferences on these estimates (26,27). These techniques have been successfully used in two other microarray studies (15,16). Among all the parameters in the models, \( \beta_0 \) (intercept difference), \( \beta_1 \) (slope difference) and \( \eta_j \) (quadratic coefficient difference) are of particular interest. If any of these is significantly different from zero, it implies that the expression level of the \( j \)th gene is significantly different between the HD94 and the tTA control mice at some point after induction. To determine if they are significantly different from zero, we used the following Z-statistic:

\[
Z_j = \frac{\hat{\beta}_j}{\text{SE}_{\hat{\beta}_j}}, \quad Z_{\beta_1} = \frac{\hat{\beta}_1}{\text{SE}_{\hat{\beta}_1}}, \quad Z_{\eta_j} = \frac{\hat{\eta}_j}{\text{SE}_{\hat{\eta}_j}},
\]

where the hatted letters are estimates of the corresponding parameters, and the SEs in the denominators are their standard errors. As stated earlier, when the sample size \( k \) is sufficiently large, the above Z-statistics follow a normal distribution, on the basis of which \( P \)-values can then be calculated. However, since the sample size in this dataset is small, we used a \( t \)-distribution to compute approximated \( P \)-values. To control false-positives on the global scale of all genes tested, it is essential to adjust for multiple comparisons. In this application, we used a stepdown modified Bonferroni correction method (28). An example of adjusted \( P \)-values versus Z-statistics is shown in Figure 2. For Z-statistics with absolute values <4, the adjusted \( P \)-values approach 1.0. A \( P \)-value of 0.1 corresponds to an absolute value of Z, |Z|, equal to 4.994.

The analytical procedures

To focus on genes that are readily detected by the arrays, we filtered the genes using the criterion that the gene must have been called ‘Present’ in at least 12 samples out of the total 30 samples from week −2 to week 8 by Affymetrix’s Absolute Analysis Algorithms. This resulted in 2143 genes being selected. The ‘absolute difference’ values of the 2143 genes (referred to as ‘expression values’ or ‘the raw data’ in this paper) were then subjected to a normalization procedure using a regression model to adjust for systematic heterogeneity among the samples (16). As noted above, the parameters \( \beta_0 \), \( \beta_1 \) and \( \eta_j \) in the model are of particular importance. To identify genes that differ on a specific parameter (intercept \( \beta_0 \), slope \( \beta_1 \) or quadratic coefficient \( \eta_j \)), we adopted a forward stepwise model-fitting procedure: sequentially adding one parameter at a time, \( \beta_0 \), \( \beta_1 \), then \( \eta_j \), computing \( Z_{\beta_0} \), \( Z_{\beta_1} \) or \( Z_{\eta_j} \) and their corresponding \( P \)-values (\( p_{\beta_0} \), \( p_{\beta_1} \), \( p_{\eta_j} \)) in each step. Figure 3 shows six genes with the most positive or negative \( Z_{\beta_0} \), \( Z_{\beta_1} \) or \( Z_{\eta_j} \), calculated from the raw data of this dataset. At \( P < 0.1 \) (|Z| > 4.994), seven candidate genes were significantly different at slope \( \beta_1 \) between HD94 mice and the tTA controls. No gene was found to be significantly different at intercept \( \beta_0 \) or quadratic coefficient \( \eta_j \) (Table 3).

The rank transformation

In addition to using the raw expression values, we also transformed them to rank scores, that is, we replaced the actual expression values by their ranks (from 1 to 2143) as described by C. Cheng, R. Kimmel, P. Neiman and L.P. Zhao (manuscript in preparation). The advantages of using rank scores are (i) the transformation automatically adjusts for the systematic heterogeneity among samples, thus making results more stable, and (ii) the results will not be significantly influenced by genes with exceptionally large expression values. The disadvantage is that the rank transformation loses some degree of quantitative information. Figure 4 shows a typical monotonic relationship between rank scores and raw expression values. As shown, the large expression values were scaled down after rank transformation. Since the use of ranks automatically adjusts for heterogeneity, the factors (\( \delta_k \), \( \lambda_k \)) were set to (0, 1) in the model. Using the same estimation and inference technique, we obtained a set of test statistics using Equation 2 and computed their corresponding \( P \)-values. As examples, Figure 5 shows the six genes with the most positive or negative \( Z_{\beta_0} \), \( Z_{\beta_1} \) or \( Z_{\eta_j} \), calculated from the rank scores of the dataset. Comparing with the raw data, the use of rank scores generated more candidate genes at \( P < 0.1 \) (|Z| > 4.994): 1 significantly different at intercept \( \beta_0 \), 32 at slope \( \beta_1 \) (2 overlap with the 7 candidate genes derived from the raw data) and 3 at quadratic coefficient \( \eta_j \). A total of 36 unique genes were identified at this significance level (Table 3). As also shown in another study (C. Cheng, R. Kimmel, P. Neiman and L.P. Zhao, manuscript in preparation), rank transformation appeared to increase the power of analysis due to reducing variations in the raw data, when heterogeneities among data are large.

Permutation test and number of false discoveries (NFD)

For small sample sizes such as in this dataset, the distributions of Z-statistics (\( Z_{\beta_0} \), \( Z_{\beta_1} \) or \( Z_{\eta_j} \)) may not be well approximated by either the normal distribution or the \( t \)-distribution. Therefore, the \( P \)-values calculated based on the normal or \( t \)-distribution are only an approximate indication of significance. The permutation test requires no assumption regarding the underlying distribution; thus, inferences made by this test are more reliable when the sample size is small. We can use
permutations to compute exact $P$-values (C. Cheng, R. Kimmel, P. Neiman and L.P. Zhao, manuscript in preparation); however, permutation-based $P$-values that also adjust for multiple comparisons could be very conservative. A $P$-value of 0.05 indicates that on all the genes tested, the chance of falsely identifying one gene as positive is 5%. In biomedical research, microarray experiments are often used as screening methods to identify a list of potential candidate genes, which are then subjected to additional verification experiments. With the numerous verification methods currently available, a higher number of false-positives is generally tolerable, and a criterion such as $P < 0.05$ after adjusting for multiple testing may be too stringent. Lowering the threshold will lead to a higher power of discovery; thus, more candidate genes can be identified, at a risk of an increased number of false-positives. However, reliable assessment of the risk of increased false-positives is essential.

In the current context, instead of computing exact $P$-values using permutations, we are more interested in estimating the number of falsely significant genes when a list of candidate genes are identified at a specific significant level, such as $P < 0.1$ ($|Z| > 4.994$). This has been formally defined as the number of false discoveries (NFD) (L.P. Zhao and C. Cheng, manuscript in preparation). We designed a specific permutation scheme that retained the timing structure but permuted the genotypes. More specifically, given all $k$ samples, we retained the original relationship between the timing variables and the corresponding array. At each timepoint after induction, we...

---

**Table 3.** The number of candidate genes at $P < 0.1$ ($|Z| > 4.994$) and the expected numbers of false discovers (NFD)

<table>
<thead>
<tr>
<th>Attributors</th>
<th>Candidates from raw data</th>
<th>Expected NFD from raw data</th>
<th>Candidates from rank scores</th>
<th>Expected NFD from rank scores</th>
<th>Overlaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>By intercept</td>
<td>0</td>
<td>2.58</td>
<td>1</td>
<td>2.94</td>
<td>0</td>
</tr>
<tr>
<td>By slope</td>
<td>7</td>
<td>8.61</td>
<td>32</td>
<td>17.60</td>
<td>2</td>
</tr>
<tr>
<td>By quadratic coefficient</td>
<td>0</td>
<td>11.62</td>
<td>3</td>
<td>11.42</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>22.77</td>
<td>36</td>
<td>31.90</td>
<td>2</td>
</tr>
</tbody>
</table>
randomly permuted the tTA control and HD94 labels, and generated 648 permuted datasets for all possible combinations of the genotypes Xj at timepoints after the induction of the mutant htt transgene. The 648 permuted datasets represent all possible realizations under the null hypothesis that there is no difference between the mutant and control mice after induction, and any genes called significant in the permuted datasets are false-positives.

To calculate NFD at a certain threshold of the test statistic, we followed the same computing procedures as described above on each permuted dataset: sequentially fitting the model in a forward stepwise fashion, using either the raw data or the rank scores, and computing permuted Zj,k, Zj, or Zj,k statistics. At each step of model-fitting, we counted the number of genes with absolute values of Zj,k, Zj, or Zj,k exceeding a certain threshold Z0. The expected NFD for each step is the average of such counts over all the permuted datasets. In addition, to estimate the total number of genes that were significantly different between the HD94 mice and the tTA controls, regardless of which parameter was considered, we counted the number of genes with any Zj,k, Zj, or Zj,k exceeding the threshold Z0 in each permuted dataset, and, as above, the expected total NFD is the average of such counts over all the permuted datasets. As an example, Table 4 shows the expected NFD for Zj,k and the expected total NFD at different thresholds Z0, compared with the number of candidate genes identified in the real dataset (both of which were calculated from the rank scores).

We used the permutation procedures described above to estimate NFDs with Z0 = 4.994 (P ~ 0.1), and the results are listed in Table 3. When the raw data were used, the numbers of candidate genes identified in the real dataset were consistently smaller than the expected NFD under permutations, implying that the confidence in the identified genes is rather low. In contrast, when the rank scores were used in the analysis, 32 genes were found to be significantly different at slope kj, whereas the expected NFD was 17.6, predicting that about half of the candidates are likely to be verified in further studies.

The NFD can also serve as an alternative measure of statistical significance. They can be used to set the threshold of the test statistics. As shown in Table 4, with different values of the threshold Z0, the number of candidate genes called significant and the expected NFD were different. For example, at the threshold Z0 = 5.0, 31 candidate genes were called significant at Z0, while the expected NFD was 17.51, implying that for every 1.77 (31/17.51) candidate genes identified, one false-positive could be expected. However, if the threshold Z0 were raised to 6.5, then 12 candidate genes would be called significant at Z0, while the expected NFD would be 4.4, suggesting that for each 2.73 (12/4.4) candidate genes identified, one false-positive would be expected. If the investigator has limited resources for verification work, a threshold of 6.5 would be a reasonable criterion; however, if the investigator is interested in finding more candidate genes and a larger amount of verification work is feasible, a threshold of 5.0 instead of 6.5 might be selected. Although the false-positive ratio (expected NFD/number of identified genes) is higher at Z0 = 5.0, with 31 candidate genes identified instead of 12, it is likely that additional truly significant genes could be found from the candidates. Investigators can use such information as a guideline, combining it with other biological information and available resources, to choose a Z0 that seems most appropriate for their experimental aims.

**DISCUSSION**

In this paper, we present a regression-based modeling approach to analyze multiple-series MTC data. A typical application of this modeling approach includes three steps: first, formulate a model that approximates the relationship between gene expression and experimental factors, with parameters incorporated to address the research interest; second, use least-squares and estimating-equation techniques to estimate parameters and their corresponding standard errors; third, compute test statistics, P-values and NFD as measures of statistical significance. The advantages of this approach are as follows.

First, it addresses the research interest in a specific, systematic way, and maximally utilizes all the data and other relevant information. Second, it accounts for both systematic and random variations associated with the data, and the results of such analysis give not only gene-specific information relevant to the research goal, but also its reliability, thus helping investigators to make better decisions for follow-up studies. Third, this approach is very flexible, and can easily be extended to other types of MTC studies or other microarray experiments by formulating different models based on the experimental design of the studies.

In the current application, we established an order of genes that might express differentially between HD94 and control mice during the time course under study, based on the scores of Z-statistics (Zj,k, Zj, or Zj,k). These can serve as candidates for further studies. Consistent with the initial observation (R. Luthi-Carter and J. Olson, unpublished result), the changes detected on these genes were mild. However, a fraction of them were statistically significant, and, from a statistical point of view, it is likely that with additional replicates and a larger sample size, or focusing on a smaller set of genes, more candidate genes with modest changes can be identified as statistically significant.

We also tried a linear model that approximated the relationship between the expression level of a gene and the time after
induction as a straight line, as an alternative to the quadratic model described above. The candidate genes that it identified were largely a subset of those identified by the quadratic model presented above (data not shown). The mechanism underlying the temporal trend of the expression of a gene is complicated, and largely remains unknown. The linear model might not be a good approximation for many genes, and a higher-order model or other data transformation may be more appropriate. For example, in this application, we used a quadratic model to approximate various types of temporal trends, including no temporal trend with zero slope coefficients, a linear trend with zero quadratic coefficients, and a quadratic trend. With a larger sample size and more timepoints, one can also expand such a model to include higher orders, resulting in a rich class of polynomial models. These models are closely related to approximations of any complex function via Taylor expansion. The goodness of fit of the models is likely to affect the sensitivity and specificity of the detection. How to choose the most appropriate model is currently under study.

Logarithmic transformation is often performed in microarray data analysis. For datasets generated using arrays with an Affymetrix platform such as this one, it is necessary to remove or recode a large fraction of data with negative values before logarithmic transformation, and the statistical consequences of such recoding of original data are not clear. The rank transformation procedure described above can serve as an alternative transformation, which also simultaneously adjusts for the heterogeneity. In this dataset, results derived from logarithmically transformed data largely overlapped with those from those using rank-transformed data (data not shown). Both analyses appeared to be more powerful than use of the raw data, probably owing to reduced heterogeneity and outlier effects.

Multiple testing presents a large problem for microarray data analysis, since most microarray datasets contain thousands of

Table 4. NFD and the number of significant genes at different values of threshold $Z_0$

<table>
<thead>
<tr>
<th>$Z_0$</th>
<th>Number of genes with $Z_j &gt; Z_0$</th>
<th>Expected NFD for $Z_0^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>55</td>
<td>28.17</td>
</tr>
<tr>
<td>5.0</td>
<td>31</td>
<td>17.51</td>
</tr>
<tr>
<td>5.5</td>
<td>25</td>
<td>10.84</td>
</tr>
<tr>
<td>6.0</td>
<td>16</td>
<td>6.80</td>
</tr>
<tr>
<td>6.5</td>
<td>12</td>
<td>4.40</td>
</tr>
<tr>
<td>7.0</td>
<td>7</td>
<td>2.79</td>
</tr>
<tr>
<td>7.5</td>
<td>4</td>
<td>1.84</td>
</tr>
<tr>
<td>8.0</td>
<td>2</td>
<td>1.17</td>
</tr>
</tbody>
</table>

$^a$Computed from rank scores.
genes observed on few samples. A calculation of $P$-values that accounts for multiple comparisons could be too conservative for studies with a screening purpose. Alternative measures such as NFD described above may be more appropriate and more relevant in interpreting microarray results, as well as for designing further experiments. A similar approach has been reported in (29).
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**MATERIALS AND METHODS**

HD94 datasets

Animal maintenance and doxycycline (dox) treatment were as described in (24). Doxycycline was removed from the drinking water at postnatal week 4 to induce the expression of mutant htt in HD94 mice. The expression of mutant htt reached peak level in HD94 central nervous system 2 weeks after induction (A. Yamamoto, unpublished observation). RNA was harvested from the striata of HD94 mice or the single transgenic control mice carrying the tTA molecule at weeks 2, 1.5, 1, 0, 2, 4, 6 and 8, with week 0 as the time of induction. Two replicates of HD94 or tTA samples were prepared at each timepoint except in week 1.5 (one tTA controls and two HD94 samples) and week 8 (two controls and one HD94 sample). Each RNA sample was labeled and hybridized to a Mu11K Sub B oligonucleotide array (Affymetrix), and the fluorescence intensity was measured using GeneChip3.1 software (Affymetrix). The absolute difference of each dataset was used for further analysis.

Data preprocessing

Among the 6500 elements on the array, many of them were called ‘Absent’ by Affymetrix’s Absolute Analysis Algorithms. To focus on the genes that were readily detected by the array, we used the following filter: the genes must have been called ‘Present’ in at least 12 samples out of the total of 30 samples from week −2 to week 8, which resulted in 2143 genes being selected. The ‘absolute difference’ values of the 2143 genes were subject to a normalization procedure using a regression model to adjust for systematic heterogeneity among the samples (16). For the rank transformations, ranks were computed for the absolute difference values of the selected genes in each array. In the case of ties, the average rank was assigned. For logarithmic transformation, any absolute difference value <20 was replaced with 20.

Analysis implementation

Methods and algorithms were implemented using MATLAB (The MathWorks, Inc). A user-friendly software GenePlus is available from Enodar Biologic Corporation (http://www.enodar.com).


